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Extended Abstract

Focusing on the interactiviness that a robotic interface establishes between the virtual
and the real world, some sensory systems and mobile robotic platforms were devel-
oped for the AURAL project, a robotic evolutionary environment for sound produc-
tion [1, 2].

In the AURAL environment, the sonification is generated by an evolutionary map-
ping of the robot trajectories into sound events. One issue addressed is the struc-
ture/novelty tradeoff [3]. By applying these ideas to algorithmic composition systems
means that more knowledge and structure allows the creation of new pieces that are
more tightly matched to the desired musical genre. However, the flipside of more
structure is less new material. The highly constrained output will be less likely to
stray beyond a genre’s limitations or it may be surprising. Thus, the highly structured
composition system will be less general, able to reach less ‘music space’ with its out-
put.

In the AURAL, this tradeoff is treated by creating an interplay between sound, re-
al-world artifacts, user and behavioral information. Through the interaction among the
evolutionary sound process, the artificial vision system and the mobile robots [4]. The
sound interface has a Graphic Area, the heart of the system, wherein the user may
draw curves to be sent as trajectories to the robots. This area is associated with a con-
ceptual sound space with two axis, the “red” one, or melodic, and the “blue” one, or
rhythmic. The paths travelled by the robots in the arena are observed by the artificial
vision system and sent, as sequences of points, to the sonification module. The red
curves, sent as trajectories to the robots and the blue curves associated with the paths
travelled guide the evolutionary sound process across different regions in the sound
space.

AURAL was presented in an art gallery where the visitors could appreciate the
sound output and the interaction among the robots, as a kind of choreography. The
visitors drew curves in the graphic area, which were transmitted as trajectories to a
master robot, the Nomad. While the robots (until 4) moved in the arena, virtually
traveling along the conceptual sound space, people changed the orchestra, rhythm and



pitch controls, investigating the sound possibilities. Both a process of man-machine
interaction and parallel exploration occurred.

On the last day of the exhibition, a dancer, three musicians and the AURAL system
itself, with four robots, performed an interactive concert called Robotic Variations.
The performance of the robots was accompanied by the musicians, who knew the type
of music that would be generated, but they had to be able to adapt the performance.
At the same time, the dancer, tracked by her red hat, was interacting with the robots,
all interfering in the music that was being generated.

One can see as an interesting aspect of the AURAL environment the possibility of
different setups to explore distinct levels of interaction among humans and machines.
AURAL supplies a platform for robotic experimentation and artistic creation explor-
ing human and machine interaction and bringing about results that could not be ob-
tained otherwise.
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